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Software designers, whatever the
product, hopefully provide a variety
of features which they believe are
iapor tant to user acceptance of the
product.

In JIIanycases, the iJIIpleJllentation of
a feature is optiJllized for the use
envisioned by the iJIIpleJllenters.
Conversely, the iJIIpleJllentation JIIaybe
sub-opt ia ized for use other than as
intended.

Traditionally, product Ranuals seldOR
(if ever) include aot Ivat Iona'l
discussions of product features so
that users are not warned about sub-
optiJllal uses of the product features.

In sooe cases the sub-opt iaaj use of
features JIIay have no noticeable
effect on throughput or response
t ine, In others the effect lIay be
disastrous.

INTRODUCTION

Two features of IMAGE/3000 whose
sub-optiJllal use can be disastrous are
..integer keys" and "sorted paths".
For the purposes of this paper, these
two represent, respectively, PAPA
BEAR,and MAMABEAR. Each is a very
deep pitfall and extr Icat ing yourself
frOR either can be very eKPensive.

BABYBEARis represented by "paths",
another feature whose dause, while
nornally not disastrous, l'Iay have a
negative effect on response tiPle
and/or throughput. A discussion of
the use of paths is included to
justify the title and because it
should be of eeneral interest.
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BACKGROUND

"Detail" datasets were intended as
repositories for records havine
generally no unique identifyine
characteristic (field value) and for
which the priJllary access JIIethodwould
be sequential.

Each detail dataset starts as an
eJllpty file of a size large enough to
meet its capacity requireJllents.
IMAGEkeeps track of the highest
record OUJIIber (initially zero)
assigned to any record of the
dataset, as a result of a DBPUT.
This serves as a "high-water-lIark"
and is analogous to the file systeJI'S
EOF (end-of-file).

Stated another way, a detail dataset
is siJllilar to an ordinary I1PEfile in
that each new record is assii/ned an
address calculated by addiOi/ 1 to the
high-wa ter-nark. t1hen this is done
to an I1PE fHe, I1PE adds 1 to the
current EOF pointer and appends the
new record.

IMAGE, however, provides for the
autoaat ic re-use of space which
results whenever a record is deleted.
It keeps track of the reusable space
by l'Ieans of a push-down stack. It
maintains a pointer to the newest
!>IeJllberof this stack and each IIE!IIIber
points to an older JIIaber deeper in
the stack. DBPUTalways (for detail
datasets) assigns the address of the
newest !>Iaber of this "delete chain"
to the new record being "put" unless
the "delete chain" is eJllpty, in which
case DBPUT Increnents the
high-llater-JIIark and assigns the new
value of the high-water-Plark as the
address of the new record.

"Master" datasets sere intended as
repositories for records having a
unique identifying characteristic
(field value) and for IIhich the
pr iJIIary retrieval technique llould be

dependent on this unique value. The
IMAGE Ranual refers to this as
calculated access.

After Ruch discussion it was decided
that two distinct ..flavors" of
calculated access be provided: one
over which the user would have
(essentially) no control and which
would calculate record addresses via
a hashine algorithll whose objective
was to achieve a nearly uniforJII
distribution of addresses in the face
of randOlll or non-randoa key values,
and another over IIhich the user would
have (essentially) absolute control
in that the low-order 31 bits of the
key value would deterRine the desired
address (Rodulo the capacity).

For those of you fMiliar with
"direct access" Rethods, this latter
capability can be viewed as a
eeneralized "direct access" lIIethod.
Generalized in the sense that
addresses i/reater than the capacity
are not considered invalid, but,
instead, are reduced Rodulo the
capacity. IMAGEdoes this by (a)
aubtractiOi/ 1 frOll the 31 bit key
value, (b) dividiOi/ the result by the
capacity to obtain the positive
resainder and (c) addiOi/ 1 to this
reaainder ,

It was further decided that this
"direct access" technique would be
used whenever the 'search field was
defined as an iteR of type I, J, K or
R (all of which are of binary fOrRatj
while "hashing" would be used
whenever the search file was defined
as an iteJI of type U, X, Z or P (none
of which are of binary rcrsat l,

For all of the "direct access" type
keys, IMAGE treats the low-order
(right lIIost) 31 bits as a positive
integer in calculating the record
address. For this reason, these keys
have been dubbed ..integer" keys as a
way to distinguish theJII frOJll "hashed
keys".
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Space allocation fr~ Raster datasets
is cOApletely different fr~ that
described for detail datasets. In
effect, a Raster dataset starts out
with the high-water-mark equal to the
capacity and OBPUTnever appends
r>~cords, Instead, the record space
starts out as entirely re-usable. No
"delete chain" is Raintained for
Plaster datasets. Instead, IMAGE
relies on a "bit map" which is
PJaintained at the front of each block
of each dataset. For Raster
datasets, OBPUT calculates the
pr inary address (as descr ibed above)
and, after verifying that the key
value is unique, at teapta to place
the new record at the priRary
address.

This at tenp t will succeed if and only
if this nelll record has no synonYlls.
Otherwise, DBPUTassigns a secondary
address physically near (hopefully)
the pr iPlary address. It finds such a
hole by Rean8 of a sequential (and
cyclical) search starting with the
block containing the current end of
its synonYR chain. In a Raster
dataset which is not too full and
where existing records are not
"clustered" (L,e, nearly unifonly
distributed) and where the "blockina
factor" is not very 9Rall, this
search .iiht require zero, or only a
few, disc reads.

This technique assilZne synonyws to
the SaJlle block or to neighborina
blocks Hus llliniaizing I/O duril'llZ
OBPUT's,DBFIND's,and keyed DBGEIS.

Having covered the pertinent
differences between detail and Raster
datasets, let us proceed to a
discussion of the path feature.

Under IMAGE,a path is a relationship
between a ~aster dataset and a detail

dataset. The relationship is 1-to-N
(where N varies rroa zero to 64535)
in the sense that each Raster record
is related to N records of the detail
dataset and that each record of the
detail dataset is related by this
path to exactly one record of the
Raster dataset.

The N detail records related to a
CORRonmaster record are referred to
as a chain since IMAGElinks theR
together with backward and forward
pointers. One end is referred to as
the "begining-of-chain" and the other
is referred to as the "end-of-chain",
Nell records are added to the
"end-of-chain". IMAGEaaintains a
chain length count and pointers to
the beeinning- and end-of-chain in
this cORlllonRaster record.

The CORRonlIIaster serves as a locator
record (via a DBFIND) to the
corresponding detail chain. This is
analogous to using the card catalog
in a library to locate all books
written by a particular author.

The fact that a detail dataset can
have paths to Rore than one Raster
dataset is analoeous to the books in
a library being referenced by other
card catalOlZs such as Titles or
Topic.

This, toaether with the fact that
IMAGEpenits Raster datasets to have
paths to aore than one detail and
have Rore than one path to any
detail, Rake IMAGE(along with the
AUTOHATICRaster feature) a very
flexible 2-level network structure
data base RaMlZeRentsysteR.
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PAPABEAR... the INTEGERKEYpitfall

Myfirst live encounter with a Risuse
of integer keys arose in 1978.

One Friday in 1978 I received a phone
call froJII an insurance fiIlll in the
San Francisco Bay Area. I was told
that their claillls application was
having serious perfomance proble!lls
and that, in an at tespt to iIIIprove
the situation/ they had, on the
previous Frlday, perforllled a
DBUNLOAD,changed SORecapacities and
then started a DBLOADwhiChdid not
conclude until the early hours of
Tuesday Rorning!

They were a SlOO,OOO,OOO-plusCDRpany
which couldn't stand the on-line
response they were eettil'llZ and
couldn't afford losing another Monday
in another vain attelllpt to resolve
their probleaa,

Investieation revealed that claiRs
infonation was stored in the two
detail datasets with paths to a
shared eutoaat ic Plaster. The search
fields for these three datasets was a
double integer key whose values were
all of the fOrlll YYNNNNN(shoWn in
deciaal.) where Y'f was the two-dilZit
representation of the year (belZinnil'llZ
with 71) and where each year NNNNN
took on the values 00001, 00002, etc.
up to 30,000.

Although the application was built on
IMAGEin late 1976, the earlier
claas Inforaat ion (frOJll 1971 thru
1976) was loaded to be available for
current access. I do not recall the
exact capacity of the Raster dataset
but, for purposes of displaying the
nature of the probleR (especially the
fact that it didn't surface until
1978) I will asSUJllea capacity of
370,000.

nuRber of ctalns per
the illustration will
tha t each year had

Although the
year varied
also asSUJIIe
30,000.

The first clam of 1971was claia
I'J.lJllber 7100001 which, using a
capacity of 370,000 IMAGEwould
assi2n a priaary address of 70,001.
This is because 7, 100,001 is
congruent to 70,001 Rodulo 370,000.
The 30,000 claiRs of 1971were thus
aBsi2ned the successive addresses
70,001 throulZh100,000.

Siailar calculations shoW that the
claias for each year were stored in
IZroups of successive addresses as
follows:

YEAR CLAIMNUMBERS ASSI()fEDADDRESSES

1971 7100001-7125000 70,001-100,000
1972 7200001-7230000 170,001-200,000
1973 7300001-7330000 270,001-300,000
1974 7400001-7430000 1- 30,000
1975 7500001-7530000 100,001-130,000
1976 7600001-7630000 200,001-230,000
1977 7700001-7730000 300,001-330,000
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Note that no two records had the saae
assigned address and thus that there
were no synonyms and that all
DBPUT's, DBFIND's and keyed DBGET's
were very fast indeed!

Nowcones 1978!!!

Unfortunately 7,800,001 is congruent
to 70,001 so that the first DBPUTfor
1978 creates the first synonym of the
naater dataset. It is, in fact, a
synonym of c Ia ia 7100001. Recalling
that DBPUT finds an alternate
location by I1Ieansof a serial search,
DBPUTthen searches the next 60,000
records before it finds an unused
address at location 130,001! Even
with a blocking factor of 50, this
would require 1200 additional disc
reads which would I1Iakeeach DBPUTup
to 200 t iaes as slow as those of
previous years!!

Note that the next claiR if 1978
(wi th c laiI1l OUIIIber7800002) is con-
gruent to 70,002 so is a synonym of
7100002 and also lead to a serial
search which ends at location
130,002! Drus each successive DBPUT
results in a search of 60,000 records
59,999 of which it had inspected
during the preceding DBPUT!!

PAPA BEAR had claiJOled another
victiI1l!! The designer of this systeR
had unknowingly laid a trap which
would snap at a I1Iathelllatically
predictable tiIlle, in this case 1978.
After struggling with this prob Iea
for nonths , the user ultiIllately
escaped froI1l PAPABEARby converting
to "hashed keys" (in both the
database and the application
I1Iodules); a very expens ive
conversion!

Note that the prob Iea was not a
synonyPI prob lea in the sense that
synonym chains were long nor was ita
"fullness" prob lea since the aastar
dataset was less than 57% full when
PAPABEARstruck. The prob lea was
due to the fact that the records were
lIIaxiPlally clustered whereas DBPUT's
space searching technique for I1Iasters
is optiIllUIII only under (nearly)
uniforI1l distribution asSUIllptions.

Note that the perfornance of DBFIND
and DBGETwas excellent since the
P1aHiPlUJIIsynonym chain length was 2.

Another I1Iuchshallower pitfall would
have been designed if, in the above
eXaIllple, the claiJll nuIIIbers had been
of the forn NNNNNYYwith the saae
capacity of 370000. In this case,
the perforlllance of DBPUT's ,DBFIND's
and keyed DBGET'swould all degrade
over t,iJlle but would never reach the
disastrous level of the DBPUT's of
the eXaIllple. In this case, the
degradation would arise due to the
length of synonYl'l chains and due to
local clustering.

Note that this aodest pi tfall could
be eliJOlinated by changing the
capacity, for eXaIllple, to 370010.

Note however that this probleR would
still arise if the capacity were
P1erely changed, for eXaIllple, to
370001.

I t should be apparent by IIOWthat
designers Play avoid the clutches of
PAPA BEAR by carefully
(JIlathe!llatically) inspecting the
consequences of the values of their
choice of Plaster dataset capacity.
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==========~=====~~:~~===============~s
MAMABEAR••• the SORTEDPATHpitfall===================~===============*==
My first live encounter with a Plisuse
of sorted paths arose in 1975.

The facts surrounding this incident
were told to I1Ieby Jonathan Bale who
was still on the IMAGEproject.
Neither one of us remembers the exact
nuIIIeric details so I have used poetic
license by Plaking up nuIllbers which
seen to be reasonably close to the
actual ones involved in the incident.

The user had created a database
containing one automatic Plaster data
set and one detail dataset related by
a 2-character key and where the
resulting path was sorted by SORe
long forgotten field(s).

The user had written a prograA which
read a record froPl an input file,
added two blank characters to serve
as the search field and then
perforPIed a DBPUT to the detail
dataset. This was repeated for all
records of the input file.

At the t iae Jon received a phone
call, the tape had not lIIoved for
around 10 hours and the prograA had
already been running(?) for at least
30 hours.

On inquiry, Jon learned that the
input file contained over 40,000
80-character records and that the
user was using IMAGEto sort these
records!

This is an extre!lle eXaAple of a
sub-optiIllal use of sorted paths. To
see this, it is iIllportant to know
that when adding a new record to a
sorted path, DBPUTstarts its search
for the appropriate point of
insertion at the end of the chain and
then searches the chain backward
until it encounters a record whose
sort field(s) value is not greater
than that of the record being added.

For input records whose sort field
values are randOIllly ordered, the
expected nuIIIber of records to be
searched is one-half of the length of
the chain. lJhen the chain is 20
records long, the search will cover
10 records on the average. Llhen it
~OI1Ies 30,000 long, the search will
cover 15,000 records on the average!

For a file with 40,000 records to be
sorted into one chain the expected
nuJIlberof reads to cover all searches
is approxiRately 400 I1Iillion with the
last record alone expected to take
2O,000!

The blocking factor of the input tape
was 200. No wonder the tape hadn't
Roved for 10 hours!!

To avoid the clutches of MAMABEAR,
avoid using sorted paths if the
chains are very dynaAic or very long.
The "ore dynaAic they are, the
shorter they should be, and, the
longer they are , the less dynaa ic
they should be. The terlll dynalllic is
used here to refer to the relative
frequency with which entries are
added and deleted.

Contrary to the Jlany warnings
read against using sorted
there are occas ionaeben their
infinitely better than any
option.

you Play
paths,
use is
other

HP's Corporate Parts Center in
Mountain View used a sorted path in
its back-order dataset. The search
field was the part nuIllber and the
sort field was a priority assigned by
order-entry personnel in such a
"anner that the highest priority
back-orders were at the front of the
chain.

Whennew parts were received, a clerk
at the receiving dock would enter the
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part-number and quantity at a
teminal. The progrllJll would then
perfom a DBFIND with that
part-nwnber on the back-order dataset
followed by a sequence of chained
reads. For each record in the chain,
a packing slip would be printed
ShoWingthe quantity and destination
and the record was then deleted.
This process was repeated until the
chain was E!IIIptyor all received parts
vere accounted for. In the rorser
case, an additional shipping slip vas
printed so that the reJllaining parts
wouldbe delivered to inventory.

This on-line technique eliRinated
unnecessary shiPRent of parts to
inventory, JliniRized parts handline,
facilitated shiPRents am JliniRized
errors.

Even tbough the chains were sorted,
Mst back order chains were either
E!IIIptyor had only a few entries so
that addine new entries was never
really slow.

Another, even Jlore outstandine, use
is available to order processine
systE!lllSwhere each sub-syStE!JI (or
part) in a Jlaster dataset is related
to its COJlponentsin a detail dataset
by the part nuJlber of the subsyst_
(or part). The COJIPOnentnuJlbers in
each detail record are also present
as part I'IlJIbersin the JlaBter dataset

and each of these in turn Jlay be
related to other coaponenta in the
detail dataset. In other words the
"parent-child" relation iAplicit in
the concept of "coaponent" is
recursive.

The detail dataset here is related to
the Jlaster via a parent-maber field
and is sorted by coaponent-mater ,
The fields of the record are ordered
to take advantage of IMAGE'sextended
sort to include cOlllponentoption and
quantity.

This "clever" design together with a
recursive procedure enables the
application to provide on-line,
sinele- or "ulti-Ievel, fully
indented, bill-of-Jlaterial explosions
with the cOJlponentsat each level in
cOJlponent-nuJlberand cORponent-option
order. No sorting is required am
the perforJllance of the explosion is
liRited by terJllinal speed.

Althoueh Jlany people .ay recouend
that you avoid sorted paths, try
iRplE!JIentine either of these
applications without thell. Response
tiRe would be SOJIewherebetween bad
and disastrous!

There really is a place for network
databases and sorted paths.
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SUMMARY

.ay add it without iRpact on any
application .odule. On the other

In general, the rule for a path is: hand, if providine it proves to be of
"when in doubt, leave it out". If little benefit, no one will tell you
leaving it out proves to be a am reJIoving it will undoubtedly have
Jlistake, you can be sure that SOJIeonedire consequences on SOJIeapplication
will call it to your attention am .odule(s).
then (with the help of ADAGER)you

BABYBEAR... a discussion of PATHS

As illustrated in the eXllJlples,
sorted paths can provide benefits
critical to SOReapplications.

For instance, the application .ay not
Ilave to search the entire chain or it
May siRply be easier to progrllJl
and/or lIlarvelously faster as with the
bill-of-lIlaterial eXaJllple Jlentioned
above.

The overhead for paths Plentioned in
reference to DBPUT'sand DBDELETE's
is also proportional to their
frequency of use. In other words,
this overhead is less of a
consideration for relatively static
datasets than for relatively dynllJllic
datasets. SO additional paths for
static datasets have less DBPUTand
DBDELE'IEperforJllance costs than on
dynllJllicdatasets.
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Biographical Sketch

Fred lJhite began his PrograJllJllingcareer in 1957 as a scientific pro-
gral1lJ1ler.He prograaned for 8 years in various user enviroJ1lllentsellPanding
into cOftNercial, ~anageRent systeR and systeR prograANing areas prbnarily on
IBM and Burroughs co~puters.

On August 1,1965, Fred took a progral1lJ1lingposition with IBM where he worked
on a ~ultiprocessing text processing systeR which ran on ~odified 1440's or
1460's. During his 4 years with IBM he furthered his knowledge of file
sharing and concurrency control.

On August 1, 1969, Fred joined Hewlett-Packard as Project Manager of what
later bec~e the MPE File syst~. He designed the account/group/user
structure, capability classes, file codes and other features of that syst~.

Fred is best known in the user cORRunity for his involv~ent with lMAGE/3000
where he served as Designer, Prograa.er, and Project Manager.

Fred left HP and has been working with Adager since Nove!llber1,1981.

Note: Sorry about being so wordy. 26 years are hard to encapsule (at least
for ~e).
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