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1Jhere, Oh Llhere Have MyDSTsGone?

by Steven M. Cooper

Introduction

Most of us in the HP3000 world have long allo learned of the 192 liPIit
on CST entries. Many have encountered the 255 data itelllS in a data base
liPIit or the 65,535 liPIit to the nuRber of entries in a single chain. But
running out of DSTentries? Never, you say. foIell, a few years ago, lIaybe.
But lately, lIIore and 1II0re large sites are hitting the lIIaxiJIUJIof 1024 OST
entries. You lIIay have 110 teninals and 110 ports, eKcess CPU and disc
channel capacity, and plenty of work needing to lIet done, but if user nuRber
63 is unable to log on because he or she is "UNABLETO OBTAINDSTENTRY",
you're stuck until you figure out how to free up SORe entries.
Unfortunately, no lIanual gives you so lIuch as a hint as to how to do this.

This paper investigates the DST, how it is used and when, and 1I0st
iPlportantly, what can be done to free up entries before it becoaes a brick
wall on your systeill.

loIhat 's a DST, anyway?

The Data SegJlent Table, cOllJllonlyknown as the DST, is one of the MPE
tables that the operating systell uses to keep track of what it is doing.
One configures its size in SYSDUMPwhen cutting a new COLDLOAOtape, but in
no case (at least until MPEVel can it contain 1I0re than 1024 entries. Each
entry is four words long and contains Inroraat ion about one data seglllent
currently defined on the systeR. A data segJlent can be a stack, an extra
data segJlent, or an MPE table. (In fact, the third entry in the table
contains infonation about the DST itself! Fans of self-references should
like that one.) If the SegJlent is in Jllellory, the entry contains the bank
ruJllber and bank address where that segIIIent can be found. If it is not in
lIIeP\ory, then the entry contains the address in virtual lIaory (on disc)
where the segillent can be found.
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loIhere are they going'?

The systElJll uses about 60 entries for MPE tables. Another 30 or so
entries are used by.. SYliJta processes for stacks and extra data seglllentsi
Plore are used if your sYsteJII has cOPlJllunication lines (OS, RJE, MRJE, etc.)
or spooled devices. So, figure about 100 are used before anyone even logs
on.

loIhensOJlleonedoes log on, four 1I0re entries are used, asSUllling that no
UDCfiles are used. If UOCfiles are used, add two 1II0re for the first UDC
file and then one for every UDC file thereafter. In other words, if a
systeJI-wide UDCfile is in effect, an account-wide UOCfile is in effect,
and two user-level UDCfiles have been specified, that user will use nine
OST entries just logging on, before even running a prollraJI. It doesn't
matter how lIany users are using the salle UOCfile; each user still gets a
data seglllent for that file and hence a DSTentry.

Eventually the user Play run a prograPl. At a JIIiniJIUJIthe process will
need a stack using an entry. Then for each "nonal" file opened, another
entry is used. There are eKceptions to this file rule, however. (Hence the
use of "nomal".) I f a file is opened NOBUF(without buffers), then the
ext ra data sel/Plent that nol1llally contains buffers will not be needed and the
file will not require a DSTentry. Be prepared, thoullh, to read a block at
a t iaa, not just a record, and do your OIIIndeblocking if you use this
option. If a file is opened with the GHULTIoption, then all users with the
file opened this way will share the SaPle buffers. Hence, the first opener
will obtain a data segPlent for buffers and use a OSTentry, but subsequent
openers will share thiliJ segPlent and will not need any 1II0re for thePlselves.
Though a good SOlution in JIIany cases and an underutilized file feature,
GHULTIdoes not coae without its gotchas. More on GHULTIfiles later.

IMAGEdata bases are a bit JIIore cOlllplicated. The first opener for a
particular data base uses an entry for the Data Base Control Block (DBCB)
and another for a User Local Control Block (ULeB). If Intrinsic Level
Recovery is being used, add one 1II0re for the ILR file. Subsequent openers
will just add one aore each for their OIIInULCB. The first t iae a data set
is accessed by anybody, another entry is used that will store as lIIanyof the
file control blocks for the data sets as will fit in a data segPlent. If
enough open data sets eRist, aore seglllents JIIaybe needed to store these file
control blocks. To put it all together, if a data base using ILR is opened
n tiPIes, there will be n + 3 entries used on behalf of all the users for
that data base, plus possibly a few JIIore if the data base contains lIany data
sets.

Yell, have we accounted for enough to explain how we can run out? I f we
assune the four UDCfiles as described aboVe (one systelll, one account, and
two user) and as9Ullle that everyone is running QUERYwith the SMe data base
opened, let's count and see. QUERYuses one for its stack, one for its
lIIessage file, one for its FIND file, and of course, one for the data base
ULeB; that's four per user. Plus the nine when each user logs on as
lIIentioned above totals 13 per user. If we have configured all 1024 possible
entries and the systelll uses around 100, then user nulllber 12 will not be able
to log on, due to insufficient OS! entries. In reality, ~09t applications
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are aore del1landingon DS! entries than our QUERYeXaJllple; they lIlayopen
P1ultiple data bases, KSAMfiles, and MPEfiles. If the application uses
process handling or lIlakes explicit use of extra data segJllents, then even
JIloreentries will be required. It is obViously not difficult to see where,
oh where they have gone.

Bring back, Bring back, Bring back lilYDS'Isto JIle, to lIle

One ' solution' would be to JIlerelywait until MPE-Vecoaes out. The
nuJIlberof DS! entries is scheduled to be draJllatically increased in that
release. True enough, but reMeMberthat MPE-Vewill only be available on
Series 42s, 48s, and 68s; not a solution for those of us with older
aachlnea. Besides, addine the necessary evil of indirect tables needed to
increase these Liaits JIlusthave a cost in overall systel1lperforaance. bor
has it that MPE-Vewill run at least lOX slower than MPE-Vp,even if table
sizes are not increased. Hence, Rany users will probably wish to stay on
the non-eKPanded-tableMPE,if there is SOReway to stay within the current
liRitations. .

Our only other Choice, then, is to free up SOReentries. The biggest
culprit SeeRSto be our fnend the une. (ReReJllberwhat they say about free
lunches?) lJe are all in love with theR and few would be willing to give
thePIup, but Roderation is advised. On a production JIlachine, where 1II0St
users log on' to a NOBREAK,LOGONUDCthat runs an application, and then logs
the user off, there is no sense to having a systeR-wide catalog and an
account-wide catalog. SoResites do use a systeR-wide catalog for an extra
layer of security checks and an extra layer of consistency across the
Rachine. However, if you are runnil'lll low on DS'Ientries, your use of UDCs
is the first thine to reconsider. (Perhaps if every reader sublllitted an
Enhance\IIentRequest on the subject to his or her S.E., .•. )

~ next thine to consider is opening cORRonlyaccessed files with the
GHULTIoption. lJith this option, all users share one extra data segRent and
one set of buffers. Not only can this reduce DS'Ientry requirePIents, but
can eliRinate SORe concurrent update probleRs and RiniRize lIIeP10ry
requireRents for that file. If you open the file with enoughbuffers and if
the file has a proper blockil'lll factor, openil'lll the file with the GHULTI
option is a very nice, user Rodewayof gettine JIleRoryresident tables for
your application. Since everyone will be lookine at the SaPledata seglllent,
it will probably never be swappedout.

How for the gotcha. Everyone also shares the saJle CUrrent Record
Pointer. This is no probleR if everyone is doing randOlllI/O to the file
(i.e. FREADDlRsinstead of FREADs,FIIRITEDlRsinstead of FIoJRITEs,or in
COBOL,RANDOMinstead of SEQUENTIAL).If _eone opens the file CHJLTI,
sequential, then as he reads, he'll get records 1, 2, 3, then 4. If SOIIIeone
else cOllIesin and reads record 147, then the next record the first person
win get will be 148, not 5! So don't add the CHILTIoption unless you
intend to do sOllIecareful testine.
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Next, use. a tool such as OPTto check the files that are opened for a
given application. EliJllinate any 'bugs' you Ray find that open files each
tiRe through a loop, never closing thelll, or leaving files open after they
are through with thea ,

To free up Rore entries takes a 1II0redrastic approach. SOMecOJllpanies
have turned to an applications aonitcr to solve this probleR for thePl. This
aonl tor runs as a job and launches applications as son processes for each
terlllinal. This way, users do not have to log on, freeing up the DSTentries
associated with the COJllJllandInterpretor and UDCs. In one case, with 106
users on-line in applications, less than 800 DS'I entries were in use.
Before applications can be placed under such a P10nitor, the application
needs to be eXMined for its use of :FILE coaaands and JClJs, since all
applications will nowbe running in the sallie job tree. Installing such a
aoni tor is not a transparent, trivial exercise, but dependine upon your
level of desperation, lIlaybe well worth considerine.

Conclusion

For those systeRS with a large I'lIRber of concurrent users (at least
50), the ruJIIberof entries in the DS!should be lIIonitored, since the lilllited
size of this table lIlayliRit the nuPlberof users that lIIayuse the Rachine at
any given tiRe. Measures can often be taken to prevent this table frOlll
filling up. Taking such lIIeasuresbefore the liRit is reached will prevent
the probleR frOllloccurring. If it has already occurred, then the Reasures
lIIayallow additional sessions, with lIIiniRal expenditure.

***
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