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In my capacity as a consultant in the effective use of the HP30O0 computer system, 1
often observe that users are not making the most effective use of the tools
available to them.

R case ip point is the use of various processing options that are available to the
IMRGE/3000 user. e often hear users commenting on the lack of fealures available

within IfAGE/2000 (notably the lack of multi-ihreading access) yet 1 seldom see ail
of the features that are there being used to the greatest advantage,

What I am presenting here is the results of some simple experiments that 1 cenducted
to Show the relative benefits of the varicus technigues available with the
IMAGE /3000 environment,
The things that 1 tried are as follows:

- wvarying buffer specifications for the data base

- using the output deferread processing mode

- pre-sorting transactions prior to updating the database

~ enabling disc caching

WARNING

The results presented here are for 3 very simple database with very simple updating
(additions only) and the processing was done on a stand-alore computer system. Uihile
I believe that the resuylis #re not representative, 1 do believe that the relative
effects ate wvalid. My sxperiences in tha pasi have yilelded very similar results
with actual application systems but not necessarily guite so dramatic improvements.
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OVERVIEW AND INTRODUCTORY COMMENTS

As you can see from Figure 2, the database is very elementary., Since the master
data sets are all automatics, the media record size is very short and makes it
easier than normal for the [MAGE software to manage additiens and references to
these data. 1 4id attempt to fill out the detail somewhat but even this 1is not
representative of most date base designs. The structure does; however, make it
fairly simple to test the effects of various technigues and thus see generalized
trends.,

¥o coatrol the experiments, I built 3 system on 8 set of packs 10 be wused
exclusively for this testing. Once | had the data files created, I simply erased
them beiween tesis to eliminate any effects of file placement. [ did not make any
effort 1o positien the files optimaily but rather let MPE distribute extents with
default assianments.

Throughout the testing, ail reported times are elapsed times rather than processor
(CPUY times. Since this is the case, it is possible that parts of the results have
been skewad Dy the processor being fully wtilized and that with a faster processor,
the relationships between the results might be sligntly distorted, fs an aside, |
did try to watch for this and there were no major portions of the processing where
the processor was saturated except during the caching tests when the caching
software tends to utilize most jdle processor cycles,

The transaction Tile was generated using 3 random number generator 1o produte the
three key values per transaction. In doing this, [ get whatr is probably the worst
case transaction seguence since in normal appiication systems, there is usually some
‘clumping’ of the key values for an order, invoice, customer, etc.

flthouegh the facilities were available to me, 1 choese not 1o enable either
transaction logging or iatrinsic Jlevel recovery (ILR) for the tests. This was
initially done to reduce the number of permutations And combinatiens for the testing
and reporting. 1 did; however, repedt seveéral of the tests to see what the effect

. of enabling these facilities would be. Running with these facilities enabled showed

3 slight increase in elapsed times bDut the increase was very slight and not worth
reporting in detail.




THE EFFECT OF 'BUFFSPECS’

The most obvious technigue that is available to IMAGE/300C wsers is that of
gver-riding the defawlt bueffer specification for the database. It seems that the
people who maintain IMAGE/3000 have either never thought about choesing & good
gefaslt spacification or else they thought aboul it years agoe when a 320KB system
was a4 monster. The nice thipg about this parameter is that it is easy to change and
requires ro program changes. The only thing you must do. is to sign &n to the system
as the ¢reator of the database (or have and know the malntenance word) and get
exclusive c¢ontrol of the database using DBUTIL.PUR.SYS to respecify the BUFFSPELS
parameter.

The following chart (Figure 3) show$ the effect of varying the buffer specification
throughout a wide range of values., Subsequent charts will always show the effect of
varying this BUFFSPECE  parameter in  adaition to whatever else §s unger
consideration,

Concinsions:

* By simply over-riding the default buffer specifications, you can gain about
22% in the ryn time of the job.

* The gain is most noticable in the lower range of values,

* frssuming that you are not already short of main memory, you will almost
aiways enjoy some gains,

Warning

* For batch processing, this will almost always be a good idea but for
environments where many databases are being used by a few people each you
should  net  go overboard with the BUFFEPECS. 1If vyou increase the
specifications to the point where the size of the Glebal Control Block starts
1o Cause main memory resource shortages, the effect of having a big buffer
pocl is outwe:ighed by the cccurence of the contrel biock beinrg swapped out of
mamory. If 1his 1s the type of database use during the daytime only, you
might ¢consider modifying the specifications at the beginning of the evening
katch processing and reseiting them for the mext daytime period.

INCREASING BUFFSPECS
Fandom Seguence
Run Time (seconds}
2400
w0k
12008
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e ™ 85
Buffspecs=n{i/120}
Figore 3




THE EFFECT OF USING OUTPUT=-DEFERRED

R feature of INARGE/3000 that is overlooked by many users is that of telling IMRGE 1o
defar physical disc writes unti} absolutely necessary, This feature in effect turns
off the feasture in IMAGE that ensures that the copy of the database on disc is
updated almost immedisgtely upon & user program issuing an intrinsic that modifies
the data. Becasuse of the nature of this facility, there are several conditions
which must be met. In the first place, you must be the ¢nly one cursently accessing
the datapase and 1o ensure this, IMAGE forces you to open the database in MODE=3.
In the second place, you would be well advised to be backed up prier ts commencing
processing in this mode since in the svent of an operating system failure, you are
aimest guaranteed of having 8 Corryptl database. The sasiest way of doing this is 1o
schedule your daily backup to 2 peried between the end of daily multi-user access
and the beginning ¢f nightly batch processing. Once this is done, you know you are
well backed up and you can then enjoy the benefits of this technique for your baich
processing., Because of the nature of the processing, you $hould turn off
transaction logging and intrinsic level recovery (ILR}. Once these conditions have
peen met, 1t 35 3 simple matter of cailing CBCONTROL with a mode of 'i' 1o set the
deferred output mode. Of course, in order to use this technigue, you must make some
changes to your application code, These changes may be very simple or they might be
0 complex as to not warrant the effory,

The following chart (Figure 4) shows the effects of yrilizing this facility compared
ta the resulls without it, ﬁs you can see, the gainy are quite attractive. In
addition, notice that the improvements ave more significant &% the number of buffers
provided is Increased, This stems logical since the more space you provide, the more
likely a record is to be 3till in a3 buffer when it is required for ancther request.
My experience is that most users will cut thelr rup times in half when they can
combine increased buffers with deferred output.
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B
THE EFFECT OF SORTING T2IE TRANSACTIONS SORTING THE TR TONS
The tegchniques that many of us learned in the earlier days of patch-only processing
seem 1g have been disgarded with the dawn of 'modern’ data processing. One thing
that most of us were forced 16 do was o sert transaction files into sequence by a Rmntorm S Scrted Sen.
kay and then process those records against the ‘*master' file. This was necessitated Not Detersed Net Deterred
by a lack of any (or at least an adeguate) random access facility to our data. if we
were 1o go back to the good old days and re-learn some of these lessons, many of us

would be much better off, Run Time {seconds)
2400

The theory hehind this technigue is that if you hgve several trassactions that must -
be processed against the same master record, it will be better 1o get the master 1
record once and then do all the processing rather than pay the price of accessing b
the master jndividually for each transaction as it comes along. 3

In order to impliment this serting, I modified the original pregram to include an o
‘internal’ sort which was inciuded in the run times. If the sort were done as a 3
seperate step, the galns wouid be somewhat reduced. L

Of course, this technique will likely modify the logic of your current applications
and as such may be difficult or totally impractical to mpliment. Even if you

cannct use i1 retroaciively, the folliowing results should stir you t¢ keep 11 1in T e e et o, i i e Sttt Attt evvore

mind for future design/development projects.

The next chart (Figure $} shows the possible benefits of this seemingly simple idea.
Fs you can see, the benefits are worth having if the cost of impiimentation is not
1o great. Notite that the benefits are most noticable when combined with Jow
buffer specifications and that fairly early in the chart, the effect of buffers is
aimest negligible. This is of course because in presorting the transactions, you
nave greatly increased the chances of a needed record deing present from some
previous 1iransactien (the last ons!}, Bacause of this, we car conciuge that the
default buffer specification is less harmful when you have sorted the data [(HP gives
you credit again?). If the database design and application were more complex, this i
poist of nro additional improvement would move out to the right as 1t should if i

b

multiple users were sharing the databasse simultaneously. "B z ; ; ; ;0 ;‘ ;g ;;2 ;;5 :0

Note: Buffspece=nii/i20)

En an investigation for a client, I replaced the sort oa the key value with
a pre-calculation ¢f the hashed key value and sarted on this hash key. The Figure §
theory was that by doing this, I <ould reduce the movement of the disc arm
mechanism by tequesting addresses that were as ¢lose as possible, In fact,
with the transactions used in this test, I could not detect gny sigaificant
Gifference in the run times although 1 have seen other applications of
pre-¢alcylstion of hash keys that yielged very favpurable improvments.




THE EFFECT OF COMBINING BUFFERS, DEFERRED AND SORTING

The next logicai experiment is to combine the variables examined so far, Figure 6
snows the resuits of this combined effort,

A5 you can clearly see, if you are able 1o apply ail three ideas, the improvment in
run times is about five Fold, My experience to date is that this is optimistic but
2van a thres fold improvtment would extend the life o your system greatly, allow
more applications 1o be run on the same system of reduce the nsed for additional
shifts of operaters. In some cases, it can mean the ability e be finishad
yestardays work by the time you arvive today.

Most installations are not able to ¢ombine all three changes and %o 10 some exlent
this chart shows an un-attainabie geaj, [t also 5hows that IMRGE/3000 is not
deserving 27 much of the criticism it has been receiving lately. If we were to
amploy some fairly simple prisciples inm ¢ur system design and implimentation, we
would be repaid hansomely. Gf Course, it would be nice if we could buy our way out
#f our difficulties but currently that is not an alternative for many of the larger
installations,
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THE EFFECT OF BUFFSPECS COMBINED WITH CACHING

The resuits presented here have been determined by running the same set of tests as
repcrted earlier but on a system with disc caching enabled. In fact, the tests were
2ll conducted on the same system with the same version of operating system (MPRESP).
The previously reported results were those obtained with caching turneg off (not
turned on).

The following results are those obtained after caching was turned on. {ne comment
on these tests s that MPESP is probably the optimal version since it enjoys the
benefits of disc caching without the performance degradation of the new operating
system (MPESE} and it's logic for extended table sizes. A look back at Figure 1
will show you that the main memory size {1 NB) was not up te the recommended
specifications. The application that 1 was runnisng made very Jow demands on main
memory resources itself aithough the results reported here should be able to be
improved upon somewhat with additional memory.

Due to a lack of hardware resources [(disappearance}), the testing with caching was
only carried ocut with buffer specifications up 1o 27 buffers. Some of the charts
will lead you 1o wonder how the extended caching results might have compared but we
will probabiy never know,

Figure 7 shows the bgseline test plus the same test with caching. These initial
results gre much better than either those advertised or my own experiences. #s [
said earlier, these results should be psed to compare relative effects and should in
general be considered optimistic, As ysu ¢an see, increasing buffer specifications
nas much iess effect when caching is turaed on since caching e¢ffectively extends the
available buffer space through the caching mechanism. What is not reported here and
samething that is significant is the £PU resource consumpticn dats for the tests. In
general, the Series 44 processor was fully utilized for most of the caching tests.
If the transactions had been more CPL intensive themselves, the caching resulis
might not have been nearly as appealing. My personal experiences with caching are
that if you can get the same effect by some other technique (buffering, blocking,
soiting, €1Cc.} you will always be better off than incurring the caching overhead
although where this cannot be done, caching is an extremeiy worthwhile facility,

EFFECT OF CACHING

INCREASING BUFFSPECS
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THE EFFECT OF COMBINING DEFERRED OUTPUT WITH CACHING

Figure B repeats the resuits shown earlier (Figure 4) and in addition repeats those
two tests with disc caching enabled. As you might expect, caching again shows its
pest results with low buffer specifications. The addition of output deferred to the
caching still vields significent savings although not nearly as much as when caching
is net present. This appears to be logicsl since both deferring output and caching
are attempting to reduce the losding on the disc subsystem andg their effects overlap
one anpther,

If we can attsmpt to extrapolate the caching data, it would appear as if the test
resulty for deferred output with Jlarge buffer specifications might very well be
patter than caching without output deferred, In effect, a user who takes advantage
of current tools may very likely get better performance than one who relies on disc
caching as his/her salvation. The resuylts when all three technigques are employed
stij} appears to be an improvment over any other combination seen so far,
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THE EFFECT OF COMBINING SORTING WITH CACHING

fis Figure 9 shows, the improvments see when gisc caching is introduced appear to be
8% significant as those obtained by sorting alone. In combination, the results are
very attractive,

Tainking about this case, it would seem logical that many of the advantages
attributed to the increassd sirze of main memory used to stere disc data that disc
caching offers are of no use when the transactions are being sorted prier to
processing against the database. Caching will stil] yield run time reductions due to
the "instantanecous’ completion of disce writes rataer than the waits that are imposed
by IMAGE usually.

if the database were beling shared by multiple users, one would expect that sorting
would be less effective by itself since other users would cause the buffers 10 be
reussd even when the test transactions referenced the same data repeatedly. In this
case, the extended main memory that caching provides for buffering space might very
weil be more significant. 1In the 5ame vein, what appears to be no improvement when
buffspecs are ingreased will probably become a noticable improvement when the
database 1s accessed by multiple concurrent users and will be more effective than
jeaving the task 1o caching:
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THE EFFECT OF COMBINING ALL TECHNIQUES

As we have been going along, we have been seeing a steady improvment in run times as
each technique was employed. Figure 10 compares some of the previous tests with the
final one that uses sorted transactions, increased buffer specifications, deferred
output and disc caching, The chart clearly shows that the utilizaticn of all four
techniques together wiil vyield the best elapsed time for this particular run
enviranment . ldhat is also notable is that the sscond best result is obtained by
turning caching off, When the othar three tools are utilized, the addition of
cazhing 15 not nearly as significant as the addition of most any other technique in
the other tests, This seems reasonabie since caching is attempting to do with
additiongl overhead many of the same things that the already avallabje tecls have
teen capable of providing all aleng.
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SUMMARY

Unless main memory i% &t a premium on 2 system, it is always advantageous to
over-ride the default buffer specifications for a database. This should of course
he tempered with commen sense. It is a0t advisable to run off and change the
specifications of 20 or 30 databases if there is a good chance that they will all be
opened at the same time for normal processing. The addition of this increased main
memory requirement can be significant even to 3 system with a very large main memory
configuration.

bhere possibie, modifying programs and job schedules where necessary to include
processing  the data base with deferred oulput to dise will ajways produce
significant improvements in run times, In addition, by reducing the number of times
physical disc i/0 must be requested you reduce the CPU usage marginslly singe the
cede to handle this function is exeécuted less often.  This 1s; of course, slways
weighet against the effort to implimeat it and the effect 1hat the restriclions
jmposed by this facility will have on your processing in genersl.

The pre-sorting of transactions has a cliear possibility of improving overall run
times. Of course, there are many times when the effort expended in going back to
change existing applications exceeéds the benefit. This is; however, a very useful
technigue 10 keep in mind for future applicetions where it can be designed in, The
chojce of what to sorl on requires thought on your part and Guite poasibly some
testing,

While disc caching always appears to improve the situation in the results reported
here, my sxperience has shown me that there are many cases where the CPU does not
have the excess processing capability to absorb the overhead of caching and that
many applications will run slower with caching. [ would recommend that you aquire
the services of a consultant with considerable experieace in disc caching {[HP or
third party} if you are in doubt! as to whether your system would benefit from disc
caching,
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