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INTRODUCTION

Since its introduction in 1973, the HP3000 has proved
to be one of the most reliable computer systems ever
built. Hardware reliability is extremely good, with a
minimum of downtime in the case of most users. An
extensive field operation exists in the Customer En-
gineering Organization which, in most cases, can diag-
nose and repair failing hardware in a very short amount
of time. For the really sticky problem that does occur,
there exists a large team of engineers in the various
manufacturing divisions which backs up the field per-
sonnel. This, coupled with a computerized parts in-
ventory system in the field, assures the user that the
fastest possible repair will be made to his system.
Software reliability is also very good. This is due in a
large part to HP’s policy that the operating system and
subsystems will not be modified by field personnel or by
customers, as is the case with many vendors. Along
with this, software distribution is handled by the local
Field Software Coordinator, giving the field a fair
amount of leeway in exactly what software is released
to an individual area, while maintaining a reasonable
amount of central control.

Unfortunately, all things created by the hand of man
are built with imperfections, and this includes computer
systems. This paper will deal with the event that these
imperfections manifest themselves in such a way as to
destroy, or threaten to destroy, the integrity of the sys-
tem and, of more importance, the data stored on the
computer system. This is always more valuable to the
owner of the computer than the machine hardware it-
self.

Causes of this system (and data) integrity loss are
many and varied. Usually, a severe hardware failure
such as a disc head crash, will cause data to be lost.
Many times, a natural occurence (an ‘“Act of God” as
the service contract puts it) against which the hardware
cannot protect itself will be the culprit. An example
might be a severe lightning storm which causes power
fluctuations or surges. Software is not free from blame
either. Software failures are generally caused by a spe-
cific bug which has not been fixed, usually in the operat-
ing system. A recent example of this is the PTAPE in-
trinsic. There were calls to ATTACHIO in PTAPE that

were hardcoded to writé data to areas in virtual memory
on LDEV 1. With the advent of multi-spindle virtual
memory on MPE-IV, this became a disasterous situa-
tion. A data segment could be built on LDEV 2 or
another system domain disc, but PTAPE would write it
to the corresponding location on LDEV 1, causing a
clobbered directory, system code etc. Many times
human beings are the cause of integrity problems. A
good example of this is stopping the system while it is in
the process of coming up, for whatever reason. This
can, and usually does, result in a system which will not
boot at all.

In any case, loss of integrity results when the system
cannot be started. In other words, INITIAL will not
complete the startup procedure, and the user is left with
a system that will not come up, with all his data on disc
and apparently inaccessible. Or is it? This paper will
attempt to describe how to recover the system, and the
data.

In the following pages, we will discuss the following
topics:

1. How to prepare for a system disaster.

2. Reasons for loss of system integrity.

3. What to do to recover data.

4. Description of utilities to help prevent system
problems, and recover the system should this be-
come necessary.

It should be remembered that many of the sugges-
tions presented in the following pages are the “ideal
case,” and are not absolutely necessary for a well man-
aged system. Many users, for reasons of economy or
time, cannot follow all of these suggestions to the letter,
and do quite well with their systems.

PREPARATION FOR DISASTER

The following are suggestions for what to do before
the system gets into a state where it is unusable. While
some of them may seem quite obvious, it is surprising
how the basics are often times overlooked. As with al-
most anything, “be prepared” is the rule of the day if
one is anticipating a bad situation.

In all but a few cases, a system which will not start
probably has corrupt system files and data. In a few
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specific instances (covered later) this can be fixed and
the system brought up. However, 95% of the time, a
reload is in order. It is important to realize this fact. A
reload may, and probably will, be necessary to recover
the system. This point cannot be emphasized enough.
The only good way to build a corrupt system is not to
try to fix what is wrong, but to totally start over and
build a new system from scratch. Many people try to
avoid this step and find themselves in an even worse
situation than before. It is very important that the sys-
tem manager who finds himself having to recover the
system accept the fact that the system will be down for
a while.

Doing a reload may not be as bad as it sounds. There
are five options on a reload: SPREAD, RESTORE,
COMPACT, ACCOUNTS, AND NULL. A full de-
scription of what these do can be found in section 6 of
the System Manager manual. Briefly, though,
SPREAD, RESTORE, and COMPACT will attempt to
load all files onto the system. Since the typical system
manager will be doing the recovery in the midst of angry
users ringing the phone off the hook, it is to everyone’s
best interest to get the system up as soon as possible.
Thus, the ACCOUNTS or NULL option, which do not
load all files, should be used. A later section will deal
with exactly when to use which of these two options.

In order for a reload to be done, however, there must
be something to reload from. This brings us to the first
and by far the most important preparation to be per-
formed. That is, have a good Sysdump set available at
all times. Again, this point cannot be overemphasized.
We will define a ‘‘good Sysdump’’ as being one that has
an intact and up to date version of MPE on it, a good
directory, and the most recent user files on it.

The most important contribution toward this goal is
to perform regular Sysdumps. A periodic schedule of
dumps is highly recommended, and must be adhered to.
A full Sysdump every day would be ideal, but many
users simply cannot afford this, in terms of system
down time, operator cost and tape cost. The next best
solution to this is to do a weekly Sysdump, then partials
to the last full on the other days of the week. Generally,
most users do the full dumps on Monday, Friday, or on
the weekend. This is the most common method, and
provides adequate Sysdump coverage at a minimum of
downtime and cost.

There is one additional thing the Sysdump provides
which many users overlook, and that is the listing that
comes out when the dump is over. This listing includes
the file dumped, what disc it was on, what the disc
address was, and what reel of the dump it was stored
on. Appendix A contains a sample output. As we will
see later, this document is essential to being able to
recover data. Many times, people do not generate the
list because it is too bulky, etc. It is worth the trouble!
It’s one of those things you will desperately need when
you can’t get it. It is handy, too, for finding which reel of
the dump a particular file is on when it is necessary to
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restore one during normal system operation. Store all

. listings for any Sysdump set that is currently valid. It is

a good idea to keep the full dump listings together with
other full listings, partial listings with partials.

' It is very important to have the Sysdump tapes, as
well as the Sysdump listings, stored in a location where
they are readily accessable to the person recovering the
system. Many users, just for safety, store the previous
full set offsite. This is a good idea, since a fire could
wipe out all hardware and tapes. An offsite copy would
insure that some kind of system could be rebuilt, even if
it were a week old.

The Sysdump is of little use, however, if the the data
on it is unreadable. Use newer tapes if possible for the
backups. At least keep the tapes cleaned regularly, and
don’t use a tape more than a few times before being
cycled out of the Sysdump sets. This, of course, varies
with how often the tape is used and the quality of the
tape. There are a few programs in existence to verify
that a Sysdump tape set is good, which will be described
in detail later under UTILITIES. These, at best, only
give an idea that the tape is good, since only the file
labels are really checked for integrity. But at least panty
errors will usually be detected.

In addition to the Sysdump tape sets, the system cold
load tape should be kept onsite at all times. This tape is
a special form of the Sysdump tape, usually containing
only MPE, system and subsystem files (@.PUB.SYS).
This tape is generally made by the account SE at the
time a new version of MPE is loaded onto the system. It
is advisable to keep the cold load tape for the current
version of MPE, as well as the previous version, just in
case it becomes necessary to go back one release. The
reason this tape is valuable is so that if problems arise, a
known, “good” version of MPE can be loaded onto the
system. This can be done with the UPDATE option.
Most users keep an additional cold load tape, this one
reflecting all configuration changes. This is a good idea,
although the UPDATE from the HP made cold load
tape will not affect the configuration. If this additional

tape is desirable, an UPDATE from the HP made tape is

advisable before the configuration changes are made.
This is to prevent any “glitches” in the version of MPE
on disc to propogate through the cold load tape(s).
Along the same line, an update before each full sysdump
is also a good idea, for the same reasons. This has an
additional benifit, that being that regular cold loads are
performed. My Customer Engineer friends tell me that
the customers that do a cold load regularly have fewer
problems than users who don’t.

An absolutely necessary tape set to have is the diag-
nostic tape set. For Series II/III, this consists of two
tapes, a CPU diagnostic tape, and a Non-CPU diagnos-
tic tape. On the HP-IB machines (Series 30/33/44/64),
one tape or floppy is used, called the Diagnostic Utility
system (DUS). The DUS contains both CPU and
peripheral diagnostics, including SADUTIL and
SLEUTH, combined. CPU diagnostics are used almost
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exclusively by the CE’s, while the Non-CPU diagnos-
tics can be utilized by users. Indeed, this paper deals
primarily with that very subject. Again, this diagnostic
tape or tapes must be created when the system is opera-
ble. Waiting till “later’” to make the tape could spell
trouble. Whenever a new version of MPE is installed, a
new set of tapes (or DUS) should be created. This is

because the diagnostics are updated along with MPE

and the subsystems.

Finally, it is a good idea to keep some sort of list of
accounts, groups, etc that the system currently has. A
:REPORT listing would serve very nicely. While this
would not be necessary to recover the system, it will
serve as reference from which to decide which accounts
to reload first. This would be the case if production
accounts were to-be brought back online before devel-
opment. Some suggestions as to what to put on this list
would be:

1. Prioritization of accounts, groups etc that are to be
recovered, so that the most critical can be brought
back first.

2. A list of all critical files that might have to be re-
covered. This should be a list of MPE file names,
so databases should be listed as DB01, DB02, etc.

REASONS FOR LOSS OF INTEGRITY

We have seen the types of things that are necessary to
prepare for a system integrity loss. We will now discuss
exactly what causes the system to become inoperable,
and what we can do to bring the system back, and re-
cover all the data.

As has been said before, the time when danger of
system integrity loss is highest is when the system is
down and will not come up. While it is possible to have
a running system and have most of the data corrupt, at
least MPE is still running, and we have the aid of it and a
host of utilities, plus the ability to restore older versions
of files, etc. Most sites do not routinely bring the system
down at night. Instead, they leave all hardware powered
on and MPE running. The question is really one of how
the system gets to the down state. The most common
cause here is the system interruption, or more specifi-
cally, the system failure, system hang, and system halt.

A system failure occures when some part of the MPE
system calls a procedure called SUDDENDEATH. An
integer number is passed to SUDDENDEATH, which
is printed in a system failure message along with the
current hardware status and return address of the cal-
ling entity. These calls are placed in the code by the
MPE lab purposely, and are used when an *“impossible”’
situation is encountered, and MPE cannot continue
running. The system hang can be caused for an infinite
number of reasons. It usually ends up being caused by a
hardware resource which ceases to function. Eventu-
ally, every user on the system asks for that resource,
causing everyone to wait. A slightly different variation

is when a hardware device ties up a system table, and
everyone suspends when they try to access that table. A
silent halt is similar to a system hang, except that the

~ hardware is in a state in which it cannot run. During a

system hang, the hardware will run, but since everyone
is suspended, it is never asked to. Silent halts are gener-
ally caused by bad hardware, although there are a few
software problems that can cause them.

The standard way to recover from any of the above
three system problems is to:

Take a memory dump.

WARMSTART.

Print off all spoolfiles.

Load system with UPDATE option from a good
cold load tape.

5. Log failure and recovery action.

bl A

Step four is one reason why it is a good idea to keep a
good cold load tape available. The cold load will get the
system back to a known good copy of MPE, which may
remove the source of the problem. If the failure then
re-occurs, a more serious problem is indicated, and the
local PICS center should be consulted. Step 5 is often
overlooked in the haste of the moment. It is important
to keep track of what kind of failure occured, and what
actions were taken in case the problem escalates in sev-
erity. The Gold book supplied with the system is a good
place to log these facts, and places are provided under
‘“Historical Records.” This becomes very valuable to
the SE/CE who must try to piece together a history of
the system’s problems in order to locate any trends. -
This history is absolutely essential to correcting certain
very sticky system problems.

One thing to be noted here is that the failure (hang,
halt) is not necessarily the cause for the system integrity
loss. In other words, the failure itself does not go out
and cause data to be corrupted. What the failure can do
is indicate the source of the problem. For instance,
something might have, at some point in time, caused the
file label of a system file to be destroyed. When the
system tried to access that system file, a system failure
occured. If the file is a critical one, such as an IO driver,
it is probable that the system would not come up. The
failure did not cause the system file corruption, but in-
dicated that the file was, indeed, corrupt. In the pro-

_cess, the system got into a state in which it could not or

would not start. A variation of this is when the system
interruption occurs during the updating of a critical re-
source. The net result is the same: a corrupt system.
The system is now down and will not come up. In the
above example, a cold load may have solved the prob-
lem. But let us assume it would not. We now have a
system which has a corrupt operating system, and will
not come up unless the system is rebuilt from scratch.
In other words, we have to do a reload. Thus, system
failures can lead to the situtation in which user data
must be recovered.
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WHAT DO WE DO NOW?

Before discussing how we would save the files, a
couple of special “system won’t come up”’ cases should
be discussed. One is the situation in which the system
was stopped in the middle of a startup. This usually
happens when the person doing the startup is in a hurry,
and in his haste aborts the startup before it has com-
pleted. When another start is attempted, INITIAL dis-
plays a message saying something to the effect of:
“ALL VOLUMES NOT PRESENT. MOUNT COR-
RECT VOLUMES OR RELOAD,” or “VOLUME
TABLE DESTROYED — MUST RELOAD.” The rea-
son for this is that in the startup process, INITIAL does
several things to insure that the system is in a startable
state. It updates the Cold Load ID, which is a number
that is stored in the system and changed every time the
system is started. The Cold Load ID is kept in many
places, and only at the end of the startup procedure can
we be sure that all places have been updated with the
new number. One of the locations the Cold Load ID is
kept is the Volume Table, which has a listing of all disc
volume names. If the Cold Load ID in the Volume
Table does not match the Cold Load ID kept in the disc
volume label, (sector 0 of the disc), then INITIAL as-
sumes something is awry, and will not let the system
come up.

In most cases, the system can be brought up safely at
this point. The problem is to get INITIAL to ignore the
Cold Load ID’s. This is done by zeroing out the cold
load id’s, using the HP utility SADUTIL, which will be
discussed in detail a little later. Below is a list of the
locations of the Cold Load ID that INITIAL checks,
plus a few other things that should be set on disc.

1. Word 7 of Sector 0 of every system domain disc.

2. Word %12 of the Disc Cold Load Table, located on
LDEV 1.

3. Word 1 of the Volume Table (on disc). The Vol-
ume Table is pointed to by words %124-125 of the
Cold Load Information Table.

4. Word %32 of the Disc Cold Load Table contains
bits which tell what the previous load was. While
not absolutely necessary, this should be zeroed
out.

A full summary of this procedure is in Appendix B of
this paper. It should be noted that this procedure will
not always work, and the locations of the data on disc
can-be changed by the MPE lab at any time. This is, at
best, a kludge which can get a system up and running in
very few cases.

Another special case is that the directory itself is cor-
rupted in such a way as it needs to be rebuilt. In this
case, it is necessary to build an empty directory (which
the ACCOUNTS option does not do) and then rebuild
the accounting structure. The easiest way is to use a
utility called BULDACCT. This creates two
jobstreams. The first builds all the accounts, and the
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second logs on as the manager of all those accounts and
builds users, groups, private volumes, etc. The full se-
quence of events for this would be:

1. Do a full Sysdump. This will have a corrupt direc-
tory on the tape, but that doesn’t matter.

2. Log on as MANAGER.SYS,PUB and run BUL-
DACCT. This creates two files, JOBACCT and
JOBACCTB.

3. :STORE these two files on a separate tape.

4. RELOAD from the full Sysdump, using the NULL
option. This builds a system with PUB.SYS,
MANAGER.SYS and only system files.

5. :RESTORE the two files off the tape.

6. :STREAM JOBACCT. This will build the ac-
counts, then stream JOBACCTB, which builds the
rest of the account structure.

7. :RESTORE @.@.@ from the full sysdump.

Again, this is only a special case. Usually, the system

can’t be patched together like this, and a reload is in
order. It should be noted that BULDACCT is a user
written, unsupported utility.

What happens when, after all you try to do, the sys-

“tem still won’t come up? How can data be recovered?

The main thing that can be done at this point is to reload
the system using an ACCOUNTS option, then restore
the most critical user files first, and get the most impor-
tant applications up and running. To do this, use the list
of accounts, files, and users that was discussed in Prep-
aration for Disaster. The critical issue is how to recover
any data that may have been updated since the last
backup. In some cases, there may have been no updat-
ing of files, then there is no problem. Another case may
be that the transactions lost may be easy enough to
recreate that recovery with SADUTIL is not warranted.
In either case, bring the system up as quickly as possi-
ble.

At this point, data recovery of the system is critical.
To take the data off of disc and store it to tape, we use a
utility called SADUTIL. This is a standalone utility
which is on either the non-CPU diagnostic tape (Series
II/III) or the Diagnostic Utility System Tape/Floppy
(HP-IB machines). SADUTIL is written so that all the
important functions of MPE, such as the ability to talk
to IO devices, read and write to disc, and interpret
commands are all contained in one program. Indeed,
SADUTIL is essentially a small MPE. In addition, it
must fit in Bank 0 of memory. For this reason,
SADUTIL does have some limitations, which will be
discussed later.

SADUTIL has many functions, but the primary ones
that we are concerned with are the SAVE function,
which takes files off of disc and writes them to tape; the
PDSK function, which prints areas of disc; and the
EDIT function, which allows disc locations to be mod-
ified. SADUTIL, as well as several other very handy
MPE utilities, is fully documented in the MPE
UTILITIES manual.



We will assume that the diagnostic tape/DUS is
made, (which won’t be possible if the system is down)
the first step is to load SADUTIL. On Series II/II1, this
is done by the front panel. On the HP-IB machines, the
LOAD button is pressed, and the DUS is loaded into
memory. SADUTIL is then selected, and is run by the
diagnostic loader. SADUTIL then asks if any configura-
tion changes are to be made. All discs, including floppy
drives, must be configured at this point. SADUTIL
does not look at the MPE configuration files, but rather
has its own internal configuration array. This array can
be changed later by using the CONF command. After
all configuration changes have been made, SADUTIL
prompts the user for a command. This could be a
SAVE, PDSK, EDIT or any other SADUTIL com-
mand. These commands are listed in the MPE Utilities
manual SADUTIL section. Some commands require
additional dialog, while others do not.

To save files, enter the SAVE command, and
SADUTIL prompts for either the file name, or the disc
address. Notice that using the file name assumes the
directory is intact. It is better to use the disc ldev and
address, which can be obtained by the Sysdump listing.
If the file is one that has been created since the last
Sysdump, then it will be necessary to use the file name,
or use the PFIL command to obtain the disc address.
Both of these options assume the directory is intact.

One of SADUTIL’s limitations should be mentioned,
as it can affect the way recovery can be done. First,
SADUTIL cannot handle tape switching. This means
that if a file set is given which will span more than one
reel of tape, the recovery will terminate. The list of
important files to recover mentioned in the Preparation
section should include a filesize for each file listed. This
is so the proper amount of tape can be estimated. It is
very important to back large files one at a time, putting
them on a separate tape. It is possible to enter the
names one at a time to the SAVE command, and only
terminate the list when the end of the tape is near. If a
file does spill over, then SADUTIL must be restarted.
The file will not be damaged on disc, but the copy on
tape cannot be used. Therefore, that file must be saved
again on another tape. Be sure and keep a written log of
what files are saved in what order on what tapes. This is

useful later when these tapes are used to restore the
files.

After all files have been saved by SADUTIL, the sys-
tem must be reloaded. As a rule, the ACCOUNTS op-
tion is the fastest way to reload and get applications
back online. Before starting the reload, there is one
thing that should be done to insure that a complete re-
load is performed. INITIAL will not reload all of MPE
(ie, it assumes that some MPE on disc is valid) if the
disc volume label is good. Therefore, it is a good idea to
force initial to bring all of MPE off of tape by destroying
the volume labels on the system volumes. This is done
by using SADUTIL’s EDIT command, or use
SLEUTH(Series II/III) or SLEUTHSM(HP-IB ma-

chines). Appendix C has a sample dialog of how this is
done with SLEUTHSM. SLEUTHSM is documented
in the Diagnostic Manual Set.

After the ACCOUNTS reload is done, the files are
:RESTORED back to disc, partial tapes first, then the
full tapes. The full tape should be restored with the
KEEP option on the :RESTORE, to insure that files do
not get written over by older versions of the same files.
This is where the prioritized list of files, accounts,
groups, etc, comes in handy. Restore the files in order
of prioritization, and this will guarantee the shortest
time to applications being back online. This list may be
deviated from, since how critical an application is can
vary drastically. An accounts payable application will
not be as critical if bills were payed the day before as it
might be otherwise. After the restore(s) are done, the
files must be restored from the tape(s) created by
SADUTIL. This is done using the utility RECOVER2.
RECOVER?2 will prompt for file sets and names, and
give the option of keeping files already on disc. Always
overwrite the version on disc, since the file on the
SADUTIL tape will always be more current than the
version on the last partial. Appendix D has a full
SADUTIL dialog, showing how to list and save files,
then how to run RECOVER?2 when the system is up.

UTILITIES

As we have seen, in order to recover files off of disc
and perform other functions, proper software tools must
be used. We have discussed two of these, SLEUTH and
SADUTIL. These, however, are of use only when the
system is being recovered. It should be emphasized that
prevention is more important than cure, and that all
bases must be covered before disaster strikes. The fol-
lowing is a list of the Utilities that exist for prevention,
and their function. Some are not HP supported, and
should be used with the same caveats as any other un-
supported utility, such as SOO, IOSTAT, etc.
SLEUTH — Standalone diagnostic that exercises

peripheral devices. Used primarily to format disc
packs. HP supported.

SADUTIL — Standalone diagnostic that allows file re-
covery when system is down. Also allows modifi-
cation of disc areas, disc condensation, printing of
file information (variation of :LISTF). HP sup-
ported.

RECOVER2 — Used to restore the tape created by
SADUTIL. Used after system is up and running.
HP supported.

BADLABEL — Checks validity of disc files. Tells if
anything is wrong with a file label, including
whether or not the extents point to free space, or
to the extents of another file. Used as preventative
measure. User written, privileged.

VALIDATE — Checks sysdump tape to see if file
labels are valid. Checks to see if parity of direc-
tory or MPE portion of tape is good. Also prints
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out creator data, etc. Similar to old utility, STAN.
User writtlen.

BADFILE — Used to tell what the last file on a Sys-
dump tape is, if Sysdump aborts. User written.

FLUTIL3 — Used to display and modify any portion of
a file label on disc. Used also to purge any bad
files. User written, privileged.

BULDACCT — Used to rebuild accounting structure of
system. Will not always work if directory is cor-
rupt. User written.

GETFILE2 — Used to restore files off of :STORE and
Sysdump tapes if creator does not exist on the
system. If run with PARM=1, a SADUTIL tape
can be restored. User written, privileged.

DISKED2 — Utility which performs the SADUTIL
EDIT function. Allows online modification of disc
locations. HP supported.

CONCLUSION

In summary, there are several steps which lead to

maintaining system integrity, and to recover it if lost:

1. Do consistent, regular backups. Validate tapes to
insure that they are readable to the system.

2. Maintain a library of all documents and software
necessary to recover the system. This includes full
listings from Sysdumps, current diagnostic tapes,
and listings of critical application information (file
names, etc.)

3. Keep accurate records of all system interruptions,
and what action was taken. _

4. If the system won’t come up, use SADUTIL and

. SLEUTH to recover files.

5. Reload system using ACCOUNTS option, then re-
store critical files first. Use RECOVER?2 to restore
files saved with SADUTIL.

Following these suggestions will, along with some
common sense, provide the necessary procedures to in-
sure that the HP3000 provides quality service to the
users. My sincere wish is that no one will ever have to
use the information in this paper.

APPENDIX A

The following is a sample output listing of Sysdump.
This shows the file dumped, where it is located on disc,

and what reel of the dump it was stored on.
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FILE . GROUF CACCDUNT I.ON ADDRES3 WOLUME
BAaDLABEL . PUB GOERTZ 1 n730ev 1
BaMHNER . FUE JGOERTZ i #73143 i
COPYLIB FUE GEDERTZ 1 A732400 1
COPYLIBK.FUE SOERTZ 1 A75754 1
CRASH . PUE .GUERTZ i n73340 i
CRASHZ L FUE JEOERTZ i ar3351 1
CRASH2P .PUE CSOERTZ i wyvasy 1
CRASHP (FUB JG0ERTZ 1 “r7324 i
ZRASHU . FUE GOERTZ i ~ide011 1
DERBUFFER.FUE JGOERTZ 1 RYT37 i
DEWIZARD . FUB LOERTZ 1 ®Y7407 1
DECOM3 . FiE JGOERTZ i nid463222 1
DECOMFS FUE , GOERTZ 1 #146453 i
DIRMATCH, FUE CGOERTZ 1 wr3223 1
DISCADDR.PUE GOERTZ i wvrsoy 1
O=CAaN FUE JEQERTE 1 “vebaz 1
DESCANTST . PUE JSOERTZ 1 “146604 1
DUANE FUE JGOERTZ 1 146616 i
DUWHTST FUE GOERTZ 1 “147156 1
DWNTSTP .FUEB JESDERTZ 1 “14717S i
EMTRYPNT.PUB JSOERTZ 1 2147203 1
EYERGRHN .PUE JGO0ERTZ 1 2147213 1
EXAMPLE .PUB VSOERTZ 1 X147275 1
EXAaMPLEP.PUE JEOERTZ i %1474¢5 i
FLHBEL .PUE JSDERTZ 1 “147476 i
FLIMIT .PUE GOERTZ 1 2147642 t
FLUTIL3 .FUB JGOERTZ 1 42147705 i
FORTRAN .PUB GOERTZ i 2147764 1



FTNLIST .PUB
FTHHEW .PUE
FTHUSL .PUE
GETSTRHG . PUB
GRDSCHMea, PUB
GRDTEST .FUE
SRDTSTF .PUB

1D .FUB
IDGGEN . PUEB
KEANRBLD . PUB

LABJOB . PUE
LIBREST .PUE
LIMCHNG .FUB
LSTALLOC . PUE
PICS PUE
PIC32 PUB
PICTEST .PUE
FICTEST! . .FUE
FRINTER .FUB
2DISPLAY.PUB
RTMX .PUE
SEGPROG FPUB
SEFR323 L FUEB
SETCOBOL .FUB
SETTOPC .PUB
5L FUE
Sz  FUE
SLPHMaP . PUEB
SLPMAPF (PUE
SLPMARR L FPUE

SH . FUE
500 FPUE

SPD4200 L FUE
SPL FUE
SPL2 FUE
SPLLAB PLUE
SPLLABZ .FUE
SFLLAB3Z FUE
SPLSTD PUE
SPLXREF .PUE
SUSTRACK.PUE
SWITCH .FUE
TAFELAEB FUE
TERMID .PUE
TEST FUE
TESTER PUE
TESTFILE.FUE
TESTVM .PUE
1o PRPUE
JDpzCocrPL L FUE
UDCUTIL .FiUE
LDSET . PUE
USERINIT.FUE
Urva17 PLUE

3548 PUE
KHKP PUE

RYZP L PUE

JS0ERTZ
JEZOERTZ
GOERTZ
JSUERTZ
S0ERTZ
JBOERTZ
E0ERTZ
GOERTZ
GOERTZ
B0ERTZ
GOERTZ
GUOERTZ
JSDERTZ
JERERTZ
SO0ERTZ
JSUERTZ
JSOERTZ
JLO0ERTZ
JSDERTZ
GBOERTZ
JGDERTZ
GOERTZ
JEDERTZ
GOERTZ
JB0ERTZ
JSOERTZ
JGRERTZ
LGRERTZ
CEODERTZ
JSDERTZ
JI0ERTZ
JEOERTZ
JSOERTZ
CBOERTE
LGOERTZ
JEOERTZ
JSOERTZ
JSOERTZ
SOERTZ
JSOERTZ
GROERTZ
JEQERTZ
VZDERTZ
JSDERTZ
JGOERTZ
VGDERTZ
JRIERTE
JGDERTZ
JEDERTZ
JZDERTZ
SOERTZ
JSRDERTZ
JSDERTE
VOERTZ
CGUOERTZ
CERERTZ
VGOERTZ

—e e k. ke s s e ek el ok ards mmbe ey s s e el wmde ks onle med wmle wh b onde e e de by e e s ok ek ke ek b ok wmh ek ol cnh b ek ke b o oeh aoh ek e o wd woh b e b

nw22e?75
wreet4d
#232341
#150564
2150572
“154731
2154740
w154755
“154766
&h3£65d
215477
2232?14
<155005
¥1e2677?
»i1e2707
2162714
162720
Hw233025
w233040
4233054
H233140
“w2324675
Hw234710
w234716
Hw234723
234731
5).-‘7=Uf ,_
..... 25243
2_7544u
3;“5465
n23ITedn
'27?TU4
H235563
w240347

LT el — il
e ALy 1

wEq0073
“235715
w- 1""-‘)
w240117
“2413542
wedinz0
241650
n2dieed
wed167s
w241704
241711
a2diviv
“w2442587
ll"’q",q_'

w235V

w2444335

H2TEZ25
Al-\_\—'—'—I

H2vTE338
H2PS5ZE54
Ravhd4i7
HE2TS8010
HETEEI

b ols ke ok ke b ok ek ok wch s s ke omke ek ok ok e b onds wmde mede ek vk el ke d b ek b b —t h s ek ol mks e s e ook s wuke wd owh wnde s s b by ks vl cwhe b s b b

1—58—7



APPENDIX B

The following is a sample dialog showing how to use event that a load was aborted. This dialog was done on a
SADUTIL to set the cold load id’s on disc. This is in the Series 44 with one 7925 disc.

oo

=>start
3

 HP32033C.F0.D3

WHICH OPTTION <UWARMSTART/COOLSTART? COO
ANY CHANGES? _
STACK MARKFER TRACE
i 3552 100035 174 MATINSEGS
0 43 104037 4 ROOTHTRAP

ERROR #204 VOLUME TARLE DESTROYED - MUST RELOAD

oocenesess Rneerostmesasesseerese
Verenssnsarease

mu-u—m.-um--u-

Ent;r Your Proqrum Nnmp (lype HTLP For nroqrnm inPorMnfLon)

“ISADUTIL

Disc Uttllt9 ADL L 0X () Hewlett~Packard Co.,, 1976
LIST LOGTCAL DEVICES? Y ‘ _
LDEV  DRT UNIT TYPE SURTYPE

o= osee vevs seve 0000 0000 sevs *eee cue soee sese LTy 9000 0000 0200 0000 0000 s000 Sase

DISC CONFTGURATTON CHANGES? Y
LOGICAL DEVICE? 1
DRT? 89 |
UNIT? 0
TYPE? 0
SUBTYPE? 9
LOGICAl DEVICE?
LIST LOGICAL DEVICES? Y
LDEV DRT UNIT' TYPE SUBTYPE

ovee cwee cess beve oo caen peme 0000 0000 seee sove 00 0900 ee buee €000 sose Sase 40ve 0000 4000 s00e

4 89 0 0 9
SERIAL DEVTCE CHANGES? Y

DRT? 73

UNIT? 0

TYPE? 24

SUETYPE? 0 ,

ENTER FUNCTION: PDSK

ENTER ADDRESSY 0,134 »

LDEV= 4, DRT= 89, UNIT= 0, TYPE= 0, SURTYPE= 9
SECTOR % 0

0: SYSTEM DISC ..., 100 oo ii i e
10 3000MH792%U0,.,.., 40 oo i i
220'! L2 R I D D I D I R I DR D B N ) iau: LI R N L I I D D B B B I B
30: LI D D B N B RN NN B BN N BN BN B I ) 130: LI R R R DR D DU D D B R D B B R}
40: RN 140: LI I R T R T T T N ST ST S ST SR}
30: U N } [ T T T R T T T N I ] iso: l‘ll'llllllllllll
GO i e i e 60 oo i i
70 v i e 70 oo i e i
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ENTER ADDRESS:

SECTOR % 0

0: 051%34
10: 035440
20: 000000
30: 000000
40: 000000
S50: 000000
60: 000000
70 000000

1i00: 0O0QOO0O

440: 000000
£20: 000000
£30: 000000
£40: 000000
£50: 000000
160t 000000
£70: 000000

051524
0300460
ooonao
000000
gooo0o00
000000
gooaano
pooano
gooooo
oooo0on
ooo0o00
gooano
000000
oooo000
oooo000
goaonn

U, LW

04254%
046540
000000
gooooo
000000
000000
000000
000000
000000
0oo000

000000

000000
000000
000000
gogooo
000000

ENTER ADDRESS: 28,430

SECTOR % 34

=

026674
000003
000264
000000
000000
000000
000000
000000
000000
000000
000000
000000
450: 000000
4601 000000
£701 000000

fon B e B an BE o JE o= I == = QY o= B o B8 &}

e @ we ee e ee e ea e ee oo

VO ' .
NN UTD OITg -
f o]

>
D
o=

0000%6.

000436
000044
000020
000020

033420

083723

032262

032252
032277
074675
074743
074727
6o0004
044042
054163
044230

0000R6
004007
000000
000000
000000
000000
000200
000200
000007
000470
000406
030263
044400
004420
003734
003544

TENTER ADDRESS: %71744,4;0
" BECTOR % 74744

0t 002016
£0: 000000
201 034065
Z0: 000000

401 000000
S0: 000000
601 000000
70 000000

400 000000

£40: 000000

£201 000000

£30: 000000

£40: 000000

£50: 000000

4601 000000

£70: 000000

004040
000000
052460
024000
000000
000000
000000
000000
000000
000000
000000
000000
000000
000000
000000
000000

000004
0oooo00
000000
000440
000000
0ooo0o00
000000
000000
000000
000000
000000
000000
000000
000000
000000
000000

020404
123474
0oo000
000000
oaoo0o0
000000
0aooo0o
gaoooo
000000
000000
000000
aoo000
0a0000
000000
gaeoo0o0
000000

000020
004474
043746
002004

033320,

0§3726
042300
042500
036610

0A7447

0375%4
043600
160400
125700
144600
foa%s00

poi007
600000
000000
aanoo00
000000
000000
0ao0o0o
00000
000000
(AR
1060000
000000
00000
aao0000
000000
000000

044523
034065
000000
000000
000000
000000
000000
000000
000000
000000
000000
000000
000000
000000
000000
000000

043600

000000
043560
000000
000400
000003
000000
000000
000000
000000
000000
000000
000000
000000
000000
000000

oo0o00
oaoo000
000000
ooo0o0
0060000
ooooo00
goaoo0n
000000
000000
000000
oo0a0o
000000
oooo00
6ao000
000000 -
000000

041440
152460
000000
000000
gooooan
000000
gaoonn
000000
000000
000000
UV R LR
000000
000000
000000
000000
0oo0000

173040
000436
024000
000434

033%30
000003
0322%14
032276
074750
074704
074744
074770
043734
054442
0447240
044262

000000

ooo000

000000
000000
000000
000000
000000
000000
000000
000000
000000
000000
000000
000000
000000
000000

0000414
gaoooo0
000000
poonoo
goo000
000000
006000
000000
000000
000000
000000
0o0000
pooooo
000000
060000
0aao00

030263

6o0000
000000
600000
000400
000220
002000
000400
600060
0000%%
000470
003544

025744

00%060
006264
003024

000000
0146540
000000
000000
000000
000000
000000
000000
600000
6o0000
000000
000000
000000
000000
000000
600000

001007
0oao00
ooa0aon
000000
oooano
000000
gooono
ono0no
0aoaao
000000
oaoano
oaoaoo
geoo00
eoo000
oooaoon
0ooo000

026674

032600
00000%
033040
023540
036647
040300
042700
037037
037307
037364
£74200
£32400
120600
106300
077400

000000
033474
032600
000000
000000
000000
o0aoan
0aa000
000000
(URURV R R
aaoaoo
gao000
000000
goo000
oaao00
000000
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ENTER ADDRESS:
CENTER FUNCTION:Y EDIT .
YMODIFY" 0 7,4
SECTOR % 0
7: 004007:=000000
WRITTEN
MODIFY 28,%42,14
SECTOR 7% 34
- e i 24—0.0.4-00-24=0-0-0000——
WRITTEN
TOYMODIFY 28,%32,4
T SECTOR % 34 o
I2: 000000:=000000
. WRITTEN
___)MODIFY %74744,4,1
~ SECTOR % 71741
T4 004040:=000000
. WRITTEN
)
ENTER FUNCTION: STOP
END OF PROGRAM.
Enter Your Program Name (type HELP for program information)

=YSTART |
IS IT OK TO ABORT SYSTEM (Y OR N)?Y
iy |
HPI2033C.F0.D3
WHICH OPTTON <WARMSTART/COOLSTARTY? COO
ANY CHANGES?
KXWARNINGXX DEFAULT VIRTUAL. MEMORY SIZES.BEING USED

DATF (M/D/Y)?4/3/82
TIMF (H:M)?46:36
__SUN, JaN 3, 1982 4136 PM? (Y/NOY
e LOG FILE NUMRER 634 ON
XWELCOMF.X
tHELL.OQ OPFRATOR.uYS'HIPRI
16:36/1?/SP%6/8PDULFD ouT
16:136/481/743/71.0GON FOR: OPERATOR,SYS,0PERATOR ON LDEV #20
HP3000 / MPE IV C.F0.D3. SUN, JAN 3, 4982, 4:34 PM
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APPENDIX C

The following is a sample dialog using SLEUTHSM The method of loading the diagnostic is different, since
to zero out the volume label on a disc. The dialog for SLEUTHSM is run as a program under AID, while
SLEUTH, used on Series II/III machines, is similiar. SLEUTH is a standalone diagnostic.

=L.0AD
Spg

Diagnostic/Utility System Revislion 04.04
Enter Your Program Name (type HELP for program information)
tAID '

AID 04,04

> 40 LOAD SLEUTHSM

Program l.onded!!

The Next Available Statement Number is
»S000 DEV 0,44,4,400,0

Y5040 DR AA,128,0

Y5020 WD 0,AAC0),3,0,0,0

Y5030 END

Y5040 RUN

End of AID user program
¥5040 EXIT o
Conflrm you want to FRASE the current program(Y or NI?Y

Diagnostic/Utility Rystem Revision 04,04

Enter Your Proqram Name (type HFELP for progrom information)
1SADUTIL

Disc Utility AD4.03 (C) Hewlett-Packard Co.,, 1976
LIST LOGICAL DEVICES?

DISC CONFIGURATION CHANGES? Y

LOGICAL DEVICE? 4

DRT? 89

UNIT? O

TYPE? O

SURTYPE? 9

LOGICAL DEVICE?

LIST LOGICAL DEVICES? N

SERIAL DFEVICE CHANGES? Y

DRT? 73

UNIT? 0

TYPE? 24

SURTYPE? 0

SYSTEM DIGC UNTNTTIALIZED
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ENTER FUNCTION: PDSK 4

ENTER ADDRESS: 0,438

LDEV= L, DRT= 89, UNIT= 0, TYPE= 0, SURTYPE= 9
SECTOR % 0

0: 000000 000000 000000 000000 000000 000000 000000 0O0OOO

10: 000000 000000 000000 000000 O00000 000000 000000 000000
201 000000 000000 000000 000000 000000 000000 COO000 000000
30t 000000 000000 000000 000000 000000 000000 Q00000 000000
40: 000000 000000 000000 000000 000000 000000 000000 000OCO
50: 000000 000000 000000 000000 000000 000000 000000 000000
601 000000 000000 000000 000000 000000 000000 000000 000000
70 000000 000000 000000 QOO000 000000 QOOO00 QOOO00 COOQOO
100: 000000 QOQOO00 000000 QOOOO0 000000 000000 QOOON0 000000
110: 000000 000000 000000 000000 000000 000000 000000 000QO0
120+ 000000 000000 QOOO00 000000 000000 000GO0 000000 0OOOOQ
130: 000000 000000 000000 000000 000000 00000 QOOOO0 DOOOOQ
140: 000000 000000 000000 000000 0QOOO0 000000 QOO000 GOO0OD
150 000000 000000 000000 QOQO00 000000 000000 GOGO0OO 000000
£601 000000 000000 Q00000 000000 000000 Q00000 000000 0OQOQOD
170+ 000000 000000 000000 000000 000000 000000 000000 000000
ENTER ADDRESS:

ENTER FUNCTION: STOP

END OF PROGRAM.

1

->L0OAD

2

HP32033C,F0,D3
WHICH OPTTION (COLDETART/RELOAD/UPDATEY? REL

IS IT OK TO ARORT SYSTEM (Y OR N)?Y

Enter Your Progrom Name C(type HELP Ffor program information)

WHICH OPTION <SPRFEAD/COMPACT/RESTORE/ACCOUNTS/NULLY? ACC
ANY CHANGES?

NON~SYSTFM VOLUME ON LDEV 4

ADD TO SYSTEM VOLUME SET? Y

ENTER VOLUME NAME? MH792%U0

LOGICAL PACK STIZF TN CYLINDERS = 84%.7 ' -
SUSPECT TRK LDEV #4 CYL=23 HEAD=& (SECTORS %I2S00-%3I2S577)
JDELETE OR REASSIGN? DEL

BANK 0 DFEPENDENT MEMORY USED - 26884

DATFE. (M/D/Y)74/3/82
TIME (HiM)?746:%7

SUN, JAN 3, 4982, 4157 PM? (Y/N)Y

.LOG FILF NUMBER &33 ON

KWEILCOMFX

tHELLO OPFRATOR,SYS;HIPRI

16157/4P/8P#6/5POOLED OUT

16:57/481/13/L0GON FOR: OPERATOR.SYS,0PERATOR ON LDEV #20
HP3000 / MPE IV C.F0.D3, GSUN, JAN 3, 4982, 4:57 PM
tFILE T;DE=VTAPE!!1 '

FILE T;DEV=TAPE

GRESTORE XT3@,@,030LDDATE

716157/%84/743/1.DEVE FOR "T" ON TAPE (NUM)?

=REPLY 13,7

16157/9/V0L UNLARELLED  MOUNTED ON LDEVE 7
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FI

LES RESTORED -

186

FILES NOT RESTORED = 2%

FILF LGROUP CACCOUNT FILESET REASKON
CATALOG ,PUR .8YS 1 RUKY
CONFDATA,PUR LBYR 4 BUKY
DEVRLCE ,PUR LBYR 1 gUGY
HIOLPRTO,.PUR LBYS 4 BUSY
HINMDSCY . PUR .8YS 4 RUSY
HIOTAPEQD.PUR LBYS ! KURY
HINTERMO . PUR . 8YS i BHUSY
ININ PR LBYR 4 rUSY
INITIAL PUR LBYS 1 BusyY
L.OAD PUR LBYS 4 BUb Y
LOADMAP L PUR LBYR 1 rUGY
.0G PUEK L BYS i HUSY
MAKCCAT ,PUR LBYS 1 RUSY
MEMLOGP. ,PUR  BYS i wusyY
PFATL. CPUR L8YS 1 BUGRY
PROGEN L PUR LBYa i RURY
PUPROC .PUR LBYS 4 RUSY
SDFCHECK , PUR LBYS 1 BURY
SHFCOM  .PUR .8YS i RISY
SDFGEN  ,PUR LBYS ! RUSY
SDFLOAD PUR L 8YS 4 RURY
SEGDPVR  ,PUR LBYR i RUSY
SERPROC L PUR LBYS i RUSY
SYSDUMP . PUR L8YS 1 BURY
ucnep JPUR . 8YS ! BUSY
‘{BYE
CPU=45, CONNECT=9., SUN, JAN 3, 1982, 5S:06 PH

17:06/7%81/743/71.0GOFF

-

SHU

1
—
—

o

TDOWN
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APPENDIX D

The following is a sample dialog showing how
SADUTIL can be used to list and recover disc files.

=5HUTDOWN

SESSTON ARORTED RY SYSTEM MANAGEMENT
CPU=4, CONNECT=4, SUN, JAN 2, 1982,
16:36/7458 /713/71L.0GOFF

16:36/749/7aL1L JORS L.OGGED OFF

4:36 PM

SHUT

HALT 1%
~y.0AD
$°8

Diagnostic/Utility Syatem Revision 04,04
Enter Your Progrom Name

'SADUTIL
Disc Utility A0L,07 (C) Hewlett-Packard Co., 4976
LIST LOGICAL DEVICES? N
DISC CONFIGURATION CHANGES? Y
LOGTCAHL DIVICE? 4
DRT? 89
UNIT? 0
TYPE? O
SURTYPE? 9
LOGTCAI, DEVICE?
LIST LOGTICAL. DFUTCES? N
SERTAL DEVICE CHANGES? Y
DRT? 73
UNIT? 0
TYPE? 24
SURTYPE? 0
DRT 489, UNIT £#0 NOT READY
DRT 469, UNIT #0 NOT READY
ENTER FUNCTION: PFIL
ENTFR NAME: @,PUB,GOERTZ
ACCOLUINT = GOERTZ GROUP = PUR
BADLAREL  RANNFR COPYLTR COPYLIRK CRASH
CRASHZP CRAGHP CRASBHLU DEBUFIFI'R  DRWIZARD
DECOMPI G, DIRMATCH DISCADDR  DECAN DECANTET
DWUNTCT DUNTHTE ENTRYPNT EVFERGRN EXAMPLE
FLARE L FLIMIT FLUTTLR FORTRAN FTNLY&ET
FTNUSL GETSTRNG  CGRNSCHMA  GRDTEST GRDTOTF
IDGGILN KEAMRTLD  LARTOR LIRBREST LIMCHNG
PICS PICGR PICTEST PICTESTL  PRINTER
RTMX SEGPROG SFPIPG SETCOROM  SETTOPC
sL2 SLPMAP SLPMaAPrP SLLPMAPG aM
SPDAE0D SPI. SPLLA SPLLAD OPLLAR2
SPLSTD SPILXREF QURTRACK  SWITCH TAPFL.AR
TEST TESTER TESTFTLE  TESTUM unc
upcuTIL ULDSET USFRINTT UT847 XXX
XYZP

1—58—14

These are then restored using RECOVER2.

C(type HELP for progrom informotion)

CRASH2
DECOMA
DUANL
EXAMPLLED
FTNNIU
m
LETALLQC
ANISPL AY
Sl

s0a
SPLILALS
TERMID
UDnCCrL
XXXP



)

ENTER NAME: BanNNos rul, GOERTL, L
ACCOUNT = GOERTZ GROUP = PUR
RANNER i 473443
ENTER NAME: RANNER,PUR.GOERTZ,2
ACCOUNT = GOERTZ GROUP = PUR
BANNFR 127 /8% 12/ L/8L AR/ /84
ENTER NWEr
ENTER FUNCTION: SAVE

READY SCRTAL DEVICE FOR WRITE e
FILF NAME (OR 1.DEVE,%SECTOR ADDRESS)Y? 1, 473047

BADLATEL . PUR GOERTZ ~ CONTENTS OF LAREL
RETRTEVD THIS FTLF (Y/N)? Y
RADLAREL . PUR GOERTZ i 73067

FILE NAMFE (OR LDEVE,ZSECTOR ADDRESS)? EANNER,.PUR,GOERTZ
DATE?

RANNER  PUR VGOERTZ. 1 4734543 .

FILE NAMF (OR LDFEVE,ZSECTOR ADDRESS)? COPYLIE.PUR,GOERTZ
DATE?

COPYLIR ,PUR GOERTZ i 473400

FILE NaAME (OR LDPOVE,ZSECTOR ADDRESS)? 4,47%7%4
COPYLIDK,PUR yGOFRTZ - CONTENTS OF LAREL
RETRIEVE THIS FTILF (Y/N)? Y

COPYLTERK . PUR +COERTZ i 7%7%4

FILE NAME (OR LDEV#,%SECTOR ADDRESS)?

ENTER FUNCTION: STOP

END OF PROGRAM,

Enter Your Program Name (type HFLP for progrom Information)
!

~)SSTART

INVALID - USE HELP

Invalid Command or lnput

Enter Your Program Name (type HELP for program information)
-~YSTART

IS TT OK TO ARORT SYSTEM (Y OR N)?Y

3

HP32033C,F0.D3

WHICH OPTION (WARMSTART/COOLSTARTY? COO

ANY CHANGES?

DATE (M/D/Y)?4/3/82

TIME (H:M)?46:43

GUN, JAaN 3, 4982, 4:4% PM? (Y/NDY
LOG FILFE NUMRER 635 ON

XWELCOMEX

1—-58—15



tHELLO OPFRATOR,SYS3HIPRI

16:43/4R/78P#6/SPO0OLED QUT

16:43/481/13/1.0GON FOR: OPERATOR,.SYS,0PERATOR ON LDEV #20
HP3000 / MPE IV C.F0O.DJ, SUN, JAN 3, 4982, 4:43 PM
'HELLO MANAGER .8YS

CPU=41. CONNECT=1, SUN, JAN 3, 41982, 4:43 PM
161437485 /78 3/71L.OGOFF

16:43/7#GR/44/1L0CGON FOR: MANACER.SYu,PUH ON LDEV #20
HP3000 7/ MPE IV C.F0.D3., GUN, JAN 3, 4982, 4:4% PM
‘RUN RECOVER2.PUR,SYS

RECOVER? C00,00 (C) HEWLETT-PACKARD CO., 1976
WISH TO KFEP EXTETING COPYES OF FILES (Y/N) 2N
7161 43/7882/745/71.0FVE FOR "RECOVTP" ON TAPF (NUM)?

=REPLY 15,7

16:43/9/UOL UNLARELLED MOUNTED ON LDEVE 7
BADLAREL , PUR GOERTZ i 00400072733
BANNER . PUR VGOERTZ L 00400073040
COPYLIR PUR GOERTZ 1 00800276247
COPYLIERK,.PUR GOCRTZ i 00100073074

IS THERE ANOTHFR RECOVERY TAPE (Y/N)? N
END OF PROGRAM
T UBYE

CPU=9, CONNECT=R, SUN, JAN 3, 41982, 4:44 PM
16:44/7%87/14/1.0G0FF
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